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We present Monte Carlo computer simulations of model nematic droplets that mimic polymer 
dispersed liquid crystals (PDLC’s) with bipolar boundary conditions. We investigate the orienta- 
tional order and the molecular organization in these systems for various anchoring strengths and for 
external applied fields of different magnitude both for positive and negative susceptivity anisotropy. 
We report a number of simulations for system sizes from 304 to 11752 particles and calculate powder 
deuterium NMR spectra and polarizing microscope textures for the various cases. 

PACS number(s): 61.30.Gd, 61.3O.Jf, 64.70.Md 

I. INTRODUCTION 

The development of polymer dispersed liquid crys- 
tals (PDLC’s) [l-lo] and of other confined liquid crys- 
tal systems, particularly in spherical or cylindrical envi- 
ronments [ll-181, has opened new important possibili- 
ties in the study and application of mesophases. PDLC’s 
are formed of micrometer or submicrometer size nematic 
droplets that can be prepared, by suitably choosing the 
polymer matrix and the preparation method, with well 
defined boundary conditions. The polymer-nematic in- 
terface conditions tend to influence the orientation of 
molecules near to the surface and the aligning effect may 
propagate inside the droplet. Calculation of the cor- 
responding stable director configuration has been per- 
formed in a number of cases at the “continuum theory” 
level by minimizing the appropriate Frank elastic free 
energy [19,20]. From a microscopic point of view there 
will be in general a competition between the molecular 
orientation induced by the surface boundary conditions, 
the effects caused by the ordering of the liquid crystal 
itself due to the molecules trying to arrange themselves 
parallel to each other, and the disordering effect of tem- 
perature. The resulting molecular organization for a cer- 
tain boundary condition will thus depend on a number of 
factors, including the strength of the surface interaction 
and the temperature. This in turn means that the orga- 
nization is not easy to predict with microscopic theories 
and even, especially for the smaller sizes, to investigate it 
experimentally [19]. We have shown [21,22] that Monte 
Carlo simulations can be a particularly effective tool to 
predict the combined effect of these factors without re- 
sorting to continuum theory, whose applicability on such 
small scales is not to be taken for granted. In various 
recent papers we have investigated, using Monte Carlo 
simulations, the molecular organization in droplets with 
radial [21,22] and toroidal [23] boundary conditions. We 
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have examined temperature and size effects and in par- 
ticular [21(a)] we have considered radial boundary condi- 
tions with a rather strong anchoring energy, i.e., with a 
surface interaction of the same strength as that existing 
between the nematogen particles and we have examined 
the effect of changing the anchoring strength [21(b)] as 
well as the effect of an external applied field [22]. 

Another important type of organization found in 
PDLC’s is the bipolar one, which is one of the most 
frequently used in applications. In this case boundary 
molecules are directed along the local meridians while 
being tangential to the surface and two point defects are 
created at the poles. This kind of structure has been in- 
vestigated experimentally and theoretically using elastic 
theories [4-10,19,24]. Field effects have also been stud- 
ied experimentally for bipolar droplets [25,26]. Micro- 
scopic Monte Carlo simulations of bipolar droplets have 
not been performed as yet. Here we wish to present such 
calculations for a number of relevant conditions. First we 
examine the case of droplets with bipolar boundary con- 
ditions with various anchoring strengths. The effect that 
the application of a field has on the ordering inside the 
droplet and the modifications that the field induces on 
the phase transition behavior and molecular organization 
will also be studied. We make contact with experimental 
methods by calculating NMR line shapes [22] and optical 
patterns for polarized light microscopy corresponding to 
the configurations found. 

II. MODEL 

We consider a lattice model of PDLC’s because we 
are essentially interested in orientational phenomena and 
these are well reproduced by models with discretized 
positions and continuously varying orientations such as 
the Lebwohl-Lasher (LL) one [27,28]. In our model the 
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droplet is a jagged sphere S carved from the cubic lat- 
tice by considering all the molecules falling at a given 
distance from the chosen center. 

The bipolar boundary conditions (BBC’s) are mim- 
icked assuming a layer of outside particles B having-ori- 
entations tangential to the droplet surface and directed 
along the meridians, i.e., towards the poles. Each particle 
is represented by a unit vector w and the pair interaction 
is then assumed to be 

Ui,j = -EijPz(COS pij) for i,j ES (2-l) 

and 

Ui,j = -EijJPa (COSpij) for i E s, j E B (2.2) 

where eij is a positive constant, e, for nearest neighbor 
particles i and j and zero otherwise, pij is the angle be- 
tween the aXis of the two spins (COS& = pi * uj), and 
Pa is a second-rank Legendre polynomial. We have cho- 
sen to simulate the effect of different anchoring strengths 
with the polymer surface by introducing a parameter J 
that defines the extent of coupling to the external envi- 
ronment; in practice the coupling between the molecules 
is taken to be different &om that in the bulk if one of 
them belongs to the surface. When the interaction be- 
tween sites inside and outside the droplet is the same 
(J = 1 ) and when, of course, the orientation of the 
particles outside is not frozen, the model reduces to the 
usual Lebwohl-Lasher model. The LL model has been 
extensively studied and represents the prototype for the 
nematic isotropic orientational phase transition. It re- 
produces a weakly first order transition for the bulk 
[28], while in a confined system with radial or tangen- 
tial boundary conditions of sufhcient small size the phase 
transition is suppressed. 

As we have shown in our previous papers [21-231 these 
models present several advantages connected with their 
simplicity; in particular a large number of sites (of the 
order of a few thousand) can be treated while, using more 
“realistic” potentials, only a fairly limited sample (typi- 
cally a few hundred particles) can be simulated; moreover 
and more importantly here, a number of different physi- 
cal situations can be systematically investigated in a way 
that would not be possible otherwise. 

The simplest way of connecting the LL mode1 to a real 
molecular system is to associate each site with a single 
molecule. However, a lattice site could also correspond 
equally well to a small domain or cluster of molecules 
with a common orientation and a structure that is essen- 
tially the same on both sides of the transition. Such a ba- 
sic building block whose local short range order is main- 
tained above the transition was invoked some years ago 
[29] to rationalize the success of a simple Maier-Saupe- 
type mean field theory and the low nematic-isotropic 
transition entropy. This cluster model is supported also 
by the findings of a recent simulation of the more real- 
istic Gay-Berne model [30], where the particles have el- 
lipsoidal shape with an attractive and repulsive part and 
full translational i?eedom. In this case the short range 
part of the pair distribution is essentially unchanged go- 
ing through the transition. From the point of view of the 

model the interpretation of a lattice site (“spin”) as a 
group of molecules rather than a single one only provides 
a renormalization that is only important when compari- 
son with an absolute energy (temperature) or length scale 
as opposed to the usual dimensionless one is attempted. 
In general the importance of the LL model and of simi- 
lar models is clearly more in predicting behavior in rela- 
tive terms, e.g., the trend of order and correlations near 
the transition and the transition temperature in reduced 
units. Here we talk of particles or even molecules as a 
convenient alias for lattice sites, and we will return to the 
details of interpretation later on when we discuss optical 
texture simulations. In the first part of this work we shall 
examine the effect of varying the anchoring strength J. 

Another important problem we wish to tackle is that 
of the effect of an applied field on molecular organization. 
To do this, a suitable second-rank term is added to the 
Hamiltonian to keep an account of the contribution to 
the orientational energy due to the interaction between 
the particles and the external field [22,31]. We consider 
in this case only the anchoring strength J = 1, so that 
the overall potential energy is 

N 

UN = -CEijPz(COSflij) -E<CPz(COS&), (2.3) 

id i=l 
i<j 

where N is the number of particles contained in the 
sphere, pi is the angle between the field direction and the 
particle symmetry axis, and E determines the strength of 
the coupling to the field. This kind of potential was used 
some years ago to investigate the application of an ex- 
ternal field on a nematic bulk system [31]. Recently we 
have studied this model in the case of nematic droplets 
with radial boundary conditions [22]. The applied field 
can in practice be an electric or a magnetic one and the 
parameter e will then depend on the appropriate suscep- 
tivity anisotropy and field strength as discussed in Ref. 

WI* 

III. SIMULATIONS AND RESULTS 

We perform Monte Carlo (MC) simulations as follows. 
The calculation starts from a completely bipolar sys- 
tem at low temperatures, with all the particles belonging 
to the sphere aligned along the local meridian. When 
available the calculation starts from an already equili- 
brated co&guration at the nearest lower temperature. 
The Metropolis procedure [28] is then used to update 
the lattice for a certain number of cycles, i.e., of sets of 
N attempted moves. Each particle is selected at random 
for a trial move at every lattice sweep using a random 
shuflling algorithm [28]. A new trial orientation of the 
chosen particle is then generated by a controlled varia- 
tion from the previous one [32]. We have checked that 
a rejection ratio not too far from 0.5 is achieved while 
ensuring that an adequate evolution is obtained. 

Several thermodynamic observables have been calcu- 
lated, in particular energy U, dimensionless heat capac- 
ity C$, and second- and fourth-rank order parameters, 
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P2)AJ P4)x, as obtained from the largest eigenvalue of 
the ordering matrix [28,33]. We have also calculated- a 
bipolar order parameter (.?‘a)~ defined as follows: 

(3-l) 

where q is the orientation vector of the ith particle and 
n; is the local meridian that lies on the plane defined 
by the droplet axis (.z axis) and the radial vector ri of 
the particle while being perpendicular to ri itself. (Ps)c 
thus tends to one for a perfect bipolar structure and in 
general it quantifies deviations from this organization. 

The order parameters introduced are averages per- 
formed over all the particles of the sample and, especially 
at low temperature, they do not, of course, provide any 
indication of the propagation of the bipolar ordering in- 
side the droplet. To investigate this important aspect we 
have divided the droplet into a set of concentric shells, 
in an onion skin fashion [21(b)], and we have calculated 
the order parameters (Pt)c in these different regions by 
averaging only over the particles falling within a shell at 
a distance r from the center. 

Another indication of the changing of the molecular or- 
ganization across the droplet is through the two-particle 
angular correlation coefficients G~(rrs), a set of expan- 
sion coefficients of the rotationally invariant pair corre- 
lation function [33], 

G(T12~~12) = Gi”h2) z ~G~(r12)J’~(cos/3,,). 
L 

(3.2) 

The coefficients 
order parameters 

I- 
G~(932) = 

1 

Gi” (m) I 
dwl dwz G(r12,~12) P~(cosP12), 

G~(rrz) are, in general, two-particle 

(3.3) 

while Gt”(rr2) is the radial distribution, that for a lattice 
simply counts the number of neighbors in progressively 
larger shells. In a uniform system the G~(rrz) for vari- 
ous L give the space correlation of the relative orientation 
PI2 of two arbitrary particles separated by a distance ~2. 
Here we wish to investigate the correlation between the 
orientations of particles at a distance T from the center 
with those as near as possible to the center itself. In 
practice for the calculation of pair correlations, the eight 
particles nearest to the droplet center are selected as ori- 
gins and the pair correlations with all the other particles 
within a certain range are calculated. We have calcu- 
lated the first two angular correlation coefficients Gs(r) 
and G4(r) for all the temperatures studied. As already 
mentioned we wish to investigate two types of effects: 
the influence of the anchoring strength .7 [Eq. (2.2)] and 
that of applied field strength [ [Eq. (2.3)]. It is clear 
that for each choice of these parameters a set of temper- 
atures has to be simulated and the number of simula- 
tions rapidly becomes overwhelming. Thus to make the 
whole computer experiment practically feasible a reason- 

able compromise between the number of temperatures, 
the sample size, etc., has to be found. In what follows 
we briefly introduce the set of conditions we have chosen 
and the results obtained. 

A. Anchoring strength effects 

We have performed a set of independent simulations 
with a broad temperature scan for the bipolar boundary 
condition (BBC) droplet with N = 304 particles for five 
different anchoring strengths, J = 0.0,0.25,0.5,1.0,2.0, 
and a number of simulations on a larger system, with 
N = 1576 particles, at selected temperatures. 

We have shown in our previous papers that such a 
small sample is sufficient to obtain meaningful qualitative 
results for the microscopic organization by Monte Carlo 
simulations [21-231. This is because the size effects, even 
though relevant by themselves, are comparatively less im- 
portant in comparison with the influence of the boundary 
conditions. We have then examined the effect of varying 
these boundary conditions by performing a set of simu- 
lations at different anchoring strengths (seven values) at 
two selected temperatures in the ordered and disordered 
phase. 

We notice first that the results for the energy and Cc 
(not shown here for reasons of space) indicate a sup- 
pression of the nematic-isotropic (NI) orientational phase 
transition upon increasing the interaction with the parti- 
cles at the interface, much as observed for other boundary 
conditions. We recall that in a bulk nematic system the 
NI transition is weakly first order at a reduced temper- 
ature T* = kT/c = 1.1232, a behavior roughly approxi- 
mated also in the simulation of the droplet with J = 0 
(free boundary). We report in Fig. 1 results for the order 
parameter (&)A that express the order with respect to 
the instantaneous preferred direction. From these we can 
see that by increasing the value of the anchoring J the 
bipolar boundary conditions produce an overall ordering 
of the system at all temperatures. As the particles follow 
the surface alignment this parameter becomes less infor- 
mative; at low temperature it decreases as J increases 
since the boundary constraint inhibits reaching complete 
uniform alignment. At high temperatures the system is 
more ordered when the strength of the bipolar anchor- 
ing is stronger and this corresponds to a surface induced 
paranematic system. This anchoring strength effect is 
more evident when looking at Figs. 2 and 3 where we 
present the results for (Pz)~ and (Pz)c as a function of 
the parameter J at two selected temperatures, T* = 0.4 
and T* = 1.2, and for the two system sizes. The order 
parameters (P2)x and (P2)c show, of course, an opposite 
behavior. Moreover the bipolar order parameter (P2)c 
loses significance for J = 0. All the curves saturate with 
J and the changes in behavior are relevant approximately 
up to J = 2. Above this value of J the order parameters 
do not change significantly. We notice that the effect of 
the boundary conditions cannot overcome the disorder- 
ing effect of the temperature that does not permit us to 
reach, at T* = 0.4, a perfect bipolar organization even 
when an extremely large value of the anchoring parame- 
ter J is employed (see Fig. 3). 
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FIG. 1. The second-rank order parameter 
(&)A for a droplet of 304 particles with bipo- 
lar boundary conditions (BBC) as a func- 
tion of reduced temperature T* = kT/c We 
show results for anchoring strength parame- 
ters .7 = 0.0,0.25,0.5,1.0,2.0,5.0,8.0. 

B. External field 

We now turn to the investigation of the effects of an 
external field. These effects can possibly be studied ex- 
perimentally and indeed there have been deuterium NMR 
experiments, also of bipolar droplets [25], employing elec- 
tric field alignment. We have previously shown that pow- 
der NMR spectra can be calculated from the molecular 
organizations generated by the simulations [22]. How- 
ever, we have found it necessary to employ samples of at 
least 5000 particles to obtain satisfactory NMR spectra. 
Thus here we have studied a system with 5832 parti- 
cles. This relatively large sample also allows us to divide 
the sphere into 11 shells to investigate how the ordering 
changes starting from the center of the droplet and go- 
ing towards the surface. On the other hand, because of 
the nearly 20-fold increase in computer time connected 
to this larger sample size, we have considered in this case 
only one value of anchoring strength (J = 1) and various 

0.4 

0.2 

o.oo 

J 

FIG. 2. The second-rank order parameter (4)~ for 
droplets of 304 (full symbols) and 1576 (empty symbols) par- 
ticles with bipolar boundary conditions (BBC) as a function 
of the anchoring strength parameter J. 

values of field coupling c (E = -0.5,0,0.05,0.15,0.3,0.5). 
A further check on size effects has been performed sim- 
ulating an even larger droplet with N = 11752 particles 
in the special case of J = l,< = 0. 

To estimate the changes in molecular organization pro- 
duced by a field we find it expedient to consider yet an- 
other order parameter, (Ps)n, expressing the molecular 
alignment with respect to the field 

(3.4) 

where B is the field direction [in the present study we 
have chosen the field along the z direction of our labo- 
ratory system so B = (O,O, l)]. We expect that, at least 
for a positive susceptivity anisotropy, (&)B should be- 
come closer and closer to the value of the usual order 
parameter (&)A as the field increases. The results for 
(P~)B and (P~)c are shown in Figs. 4 and 5, respectively. 

J 

FIG. 3. The bipolar order parameter (2)~ for a droplet 
of 1576 particles with bipolar boundary conditions (BBC) as 
a function of the anchoring strength parameter J at reduced 
temperatures T* = 0.4,1.2. 



50 - COMPUTElR SIMULATIONS OF NJZMATIC DROPLETS WITH “. . 2933 

0.5 - 004 

0.4 - “PK 

0.3 - Olifq 

0.2 - 6 A 
0 ‘n a 

0.1 - 0 O 0 0 

o%.o 0.2 , 0.4 1 0.6 1 .O.& 1 1.0 , 1.2 1 114’. I I- , .6 1 .a 
i 

FIG. 4. The second-rank field order parameter (&)B for 
a droplet of 5832 particles with bipolar boundary conditions 
(BBC) as a function of reduced temperature. We show results 
for field strength parameters E = 0.05 (O), 0.15 (El), and 0.3 
(A)- 

As mentioned before to study the variations of ordering 
inside the droplet we have calculated the order parame- 
ters for particles belonging to regularly spaced shells at 
various distances f.%om the center. In Fig. 6 we report 
the results for the order parameters, (&)A, (Ps)c, and 

(p2)B, versus r at selected temperatures and for three 
values of [. We see at once that (&)A and (&)B be- 
come similar for strong fields and positive susceptivity 
anisotropy, 6 = 6.5, as expected. The bipolar order is 
clearly greater near the surface boundary and its propa- 
gation inside the droplet changes with the applied field, 
being essentially favored when E > 0 and contrasted by 
c < 0. It is interesting to look at the effects of sample size 
on the order and its propagation. In Fig. 7(a) we have 
considered the bipolar order for N = 304,1472,5832, and 
11752 at T* = 0.4, [ = 0.0 (and J = 1 as in Fig. 6) as 
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FIG. 5. The bipolar order parameter (Pa)o for a droplet 
of 5832 particles with bipolar boundary conditions (BBC) as 
a function of reduced temperature. We show results for field 
strength parameters 6 = 0.05 (O), 0.15 (O), and 0.3 (A). 

a function of T. The first impression is of a rather pro- 
nounced change with size. However, it is remarkable to 
see [Fig. 7(b)] that the curves are essentially superimpos- 
able, with some deviation for the smaller droplet, when 
plotted against the fractional distance (T/P~~=). This 
scale invariance seems to suggest that our results for the 
molecular organization in these rather small assemblies 
could be transferrable to the much larger sizes often used 
in experiments on bipolar droplets. The overall results 
for the radial pair correlation coefficients Gs(r) are pre- 
sented in Figs. 8(a)-8(c) fo’r three selected temperatures 
(T* = 0.4,0.9,1.4) and for three values of <. In a uni- 
form system the pair coefhcients GL(~) start from one 
and tail off to essentially the square of the order param- 
‘eter of rank L, (&Jp in the nematic phase [33]. Here the 
situation is quite different, since molecules at the surface 
have an orientation strongly influenced by the boundary 
layer of particles with pinned orientations. To under- 
stand the behavior of the a’rientational correlation across 
the droplet it is useful to write the rotational invariant 
using an auxiliary laboratory fixed system with the z axis 
along a certain arbitrary direction F. Thus, applying the 
spherical harmonics addition theorem, 

GL(n2)= (P~(cosP12))r (3.5a) 

= 2 (Df$(l - F)D;,(2 - F)) (3.5b) 
?n=-L 

where molecule 1 is near the center of the droplet and the 
notation DL ,o(i - F) indicates the rotation from frame 
F to the frame on particle i. At large separation R the 
orientations of particles 1,2 become uncorrelated and 

GL(R) M e (Dgo(l - F))(D5,(2 -F)). (3.6) 
m=-L 

We assume that this is the case for particles at the 
interface layer so that R corresponds to T = T,,,,~ =m12 
and we consider now the three prototype cases of no field 
and of positive and negative susceptivity anisotropy in 
,turn for the second-rank coefficients Gz(R). 

(i) No field (e = 6). H ere we consider F to be parallel 
to the director at the center. At low temperatures (T* = 
0.4) we then have, thanks to uniaxial symmetry around 
the director, 

(D:& - 8’)) x (J’a)x,l&no, (3.7) 

with (&)x,1 evaluated at the droplet center and similarly, 

(@$(2 - F)) a (h)X,R, (3.8) 

where (Pz)x,~ is now the order at the surface. From Fig. 
6 we see~‘that (&)A z 1 at the center while (&)A M 0.6 

,at R. Thus we can expect Gz(R) x 0.6 and we can see 
that this is the c&e in Fig. 8. At high temperatures 
(T* = 1.4) the situation is different. First of all there 
is no real director at the center (see the snapshots in 
Figs. 10-12) and (Dko(l - F)) M 0. The surface order 
parameter is that induced by the boundary conditions 

(P& w 0.2 ) and G,(R) M 0, as we see again in Fig. 8. 
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(ii) Positive susceptivity anisotropy, < = 0.5. At low 
temperature the molecules at the center are aligned with 
the field direction, so we can take in this case the z axis 
of the arbitrary auxiliary frame F coincident with B. 
Uniaxial symmetry around the field (and the director) 
now gives 

PzJ(l - B)) = (~2)B,AlO- (3.9) 

From Fig. 6 we see that at T* = 0.4, (Pz)B,~ > 0.9, and 
(P~)B,R x 0.75. Thus Gz(12) M 0.7. At high temperature 

P2)B,l = 0.4 - 0.5 and (P~)B,R x 0.4. Thus G2(R) zs 

<P,>1,O 
0.9 

0.8 

1 I I I , I c , 
4 8 12 0.0 0.4 0.8 

r r /Lox 

(=O.O 

FIG. 6. The second-rank order parame- 
ters (&)A (left), (Pa)s (center), and (Pa)c 
(right) against distance from the droplet cen- 
ter in lattice units, T, for three field strengths: 
[ = -0.5 (top), 0.0 (middle), 0.5 (bottom), 
and for three different temperatures T*: 0.4 
(O), 0.9 (o), and 1.4 (0) 

(=0.5 

0.2. Once more we see that these expectations are borne 
out by the results in Fig. 8. 

(iii) For the negative susceptivity case, c = -0.5, the 
molecules at the center tend to be perpendicular to the 
field, so that (P~)B,I M -0.4, approaching the complete 
order limit of -f. At the droplet surface (P~)B,R m 0.4 
(Fig. 6) at all temperatures and Gz(R) w 0. 

The fact that we can rationalize the trends in order and 
correlation in this way indicates that the basic decoupling 
assumption in Eq. (3.6) for molecules at the center and 
at the interface- holds for our droplet size. Clearly we 
expect these results to hold also for large droplets. 

t 

FIG. 7. The second-rank order parame- 
ters (Pa)c against distance in lattice units, P, 
(left) and scaled distance r/rmar (right) for 
four different sizes of the droplet: N = 304 
(O), N = 1576 (*), N = 5832 (C!), and 
N = 11752 (m). Here 6 = 0.0 and T" = 0.4. 
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C. Deuterium powder NMR spectra 

Deuterium NMR of deuterated liquid crystals has be- 
come the technique of choice for studying PDLC droplets 
[25,34]. The u se of 2H NMR allows focusing on the 
molecules inside the droplet (the only ones to be deuter- 
ated) thus giving in principle a direct handle on their 
properties. The spectrum will depend on the time scale 
of spins changing from one ordered domain to another. In 
the limit of very fast motion an average is obtained giv- 
ing a single peak spectrum with limited information on 
the underlying molecular organization. The other, static, 
limit of domain motion frozen on the experimental time 
scale is perhaps more interesting and here we present 
calculations of static NMR line shapes. From the simu- 
lation results, or more precisely from the instantaneous 
configurations given as a set, of direction cosines, we have 
calculated the polydomain deuterium NMR line shapes 
for a system of fictitious molecules with an axis of effec- 
tive molecular uniaxial symmetry corresponding to the ui 
obtained for our configurations. For simplicity, we shall 
discuss this as if one site corresponded to one molecule. 
However this experiment cannot distinguish between the 
case of a cluster of molecules with effective uniaxial sym- 
metry and local orientation given by our “spins.” Thus 
in practice we use the procedure described in detail in 
[22]. The powder NMR spectrum is simulated as an av- 
erage, over a number of configurations sufficient to give 
convergence, of the instantaneous spectra calculated by 
summing the doublet type of contribution coming from 
each site in the sample. 

In practice, the NMR line shapes are calculated from 
an average of over ten droplet configurations of the large 
(N = 5832) droplets using parameters appropriate to 
4’-methoxy-4-cyanobiphenyl-& (10CB) [22,34]. Spectra 
obtained at different field strengths and at three temper- 
atures are given in Figs. 9-11 together with some typical 
snapshots at the same temperatures. We consider first 
the zero field, [ = 0, case (Fig. 10). At T* = 0.4 the bipo- 
lar configuration dominates (see snapshots) and gives an 

effective aligned spectrum with a doublet structure. No- 

7z-l ; . 

FIG. 8. The second-rank radial correlation 
coefficient Ga(r) plotted against T in lattice 
units as obtained from the MC simulation 
with N = 5832 particles at T” = 0.4 (a), 
0.9 (01, and 1.4 (0). The results for three 
field strengths 6 = -0.5, 6 = 0.0, and 6 = 0.5 

are shown. 

i 
4 8 12 

r 

tice that in a similar study with radial boundary condi- 
tions (RBC) we have found a rather different,, powderlike, 
spectrum at 6 = 0, sh0win.g that the two organizations 
can be distinguished by NMR. This was experimentally 
demonstrated by Golemme et al. [34]. With BBC the 
powder spectrum is only recovered at high temperature 
where the disorder overcomes the effect of the boundaries. 

As the field strength increases a sharper doublet struc- 
ture is obtained both with positive and negative t (Fig. 
9 and Fig. 11). With 5 < 0 the doublet spacing is half 
of the one with c > 0 as expected from purely geomet- 
ric reasons. At, high temperature a different behavior, 
which can be rationalized &from the three dimensional 
(3D) isotropiclike spectrum at < = 0, is found. Thus for 
5 < 0 the effect of the field is to enhance the inner, per- 
pendicular lines that then appear more visible. On the 
contrary, for < > 0 intensity is subtracted from this cen- 
tral doublet and a rather flat pattern results. It is inter- 
esting to notice that the spectrum obtained at T* = 0.4, 
t = 0 for iV = 11572 particles is superimposable with 
that calculated with N = 5832 showing once more that 
our results should be applicable to larger droplets as well. 

D. Simulated polarized light experiments 

Given that the results for our small droplet seem to be 
applicable to larger ones it is tempting to see if the scale 
invariance can be pushed to micrometer sized droplets 
which actually could have been investigated using polar- 
ized light microscopy (sizes of at least 2-3 pm are needed 
[35]). In this case a scale factor of the order lo2 would 
have to be invoked, at least for low molar mass nematic 
droplets. While this seems to represent a rather bold as- 
sumption to hold, it is interesting to calculate what the 
optical textures would be scaling up our MC configura- 
tions. 

In practice the calculation is performed using a stan- 
dard matrix approach as employed by various workers, 
e.g., Ondris-Crawford et al. [35], Xu et al. [36], and Kil- 
ian [37] in their calculations based on continuum theory. 

The incoming light is represented as a four components 
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FIG. 9. Snapshots (vertical and equatorial sections) and static polydomain deuterium NMR line shapes for three temperatures 
[‘I’* = 0.4 (top), 0.9 (middle), and 1.4 (bottom)] for field strength < = -0.5. We also report optical patterns for the two lower 
temperatures for the same field strength. 

Stokes vector. The basic assumption is that ray optics matrix resulting from the product of the Miiller matrices 
can be used and that each site in the droplet is described for each particle in the light path. The Miiller matrix for 
by a Miiller matrix. The light beam going through a row particle j, which corresponds to a simple linear retarder, 
of particles across the droplet is then retarded by the is then given by [38] 

I 

a 0 0 
sin’ 24j + (308’ 24j COS Sj - COS 24j sin Sj sin 24j COS 24j (1 - COS Sj) 

COS 24j sin Sj COS Sj - sin 2& sin Sj , 

sin 24j COS 24j (1 - COS Sj) sin 24j sin Sj COS’ 24j + sin’ 24j COS Sj 

where 4j is the angle between the projection of the axis of 
the particle on the plane perpendicular to the direction of 
the light and the y axes or ~‘axes, respectively, depending 
on the incoming light being parallel to the z or the y axes. 
The phase difference Sj of the particle j is defined as [36] 

b,=23Tkno s-l 
( > %j 

where h = 2R/L is the thickness of the layer, L is the 
number of layers, i.e., in our case the maximum number 
of particles in the droplet that a light beam encounters, 
and A is the wavelength of the light. no is the ordinary 
refractive index of the liquid crystal. The effective ex- 
traordinary refractive index, n,,j is obtained from 

n e,j = g + (n$ - n2,) cos2 Oj, (3.12) 

where n, is the parallel component of the effective refrac- 
tive index and 0j is the angle between the axis of the jth 
particle and the direction of propagation of the light. 

The resulting Stokes vector of the polarized and re- 
tarded light beam is thus given by [36,38] 

s = P,tlIjMjPi,si,, 

where 

1 
0 

s;, = 0 0 
0 
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FIG. 10. Same as Fig. 9 for field strength 6 = 0.0. 
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FIG. 11. Same as Fig. 9 for field strength ( = 0.5. 
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corresponds to the Stokes vector of unpolarized light, and 
Pi, and P,t are Miiller matrices representing the po- 
larizer and the analyzer, respectively. In our calculations 
the Miiller matrix representing the crossed polarizer and 
analyzer [38] is defined as 

1 0 0 It1 

P 0 00 0,90 = - 1 
2 
( 

0 00 
flL0 0 

0 1 
0. 

(3.14) 

1 

The intensity is proportional to the first element in the 
output Stokes vector s. If 

then the intensity I cc so and sg > ST + si f 3:. To 
improve the signal to noise ratio of the image resulting 
i?om the simulated droplet configurations we have aver- 
aged over NC equilibrated configurations, so we actually 
use the expression 

(3.15) 

The intensity is thus calculated as a projection in the 
plane perpendicular to the light propagation. An image 
of a configuration obtained from a 22 x 22 x 22 lattice, 
which corresponds to a sphere with 5832 particles, gives 
a picture of 22 x 22 pixels with intensity coded in a scale 
from black, no light, to white, full intensity~ with 32 dif- 
ferent gray levels. We have normalized the gray levels 
in each picture so as to vary from white to black for the 
highest and lowest intensity, respectively. 

In practice the angles & and 0j, describing the posi- 
tion of a particle j, are taken from the simulated droplet 
configurations and the following values of the parameters 
have been used in the calculations: the layer thickness, 
h = (5.3 pm)/& th e wavelength, X = 545 nm; the or- 
dinary retiactive index, n, = 1.5; and the extraordinary 
refractive index, n, = 1.7. We have arbitrarily taken 
these refractive indices to be constant with temperature, 
since we assume that the local domain basically remains 
unchanged and the simulation describes only the disor- 
dering of the domains with respect to each other. These 
parameters resemble those of the nematic liquid crystal 
5CB [35]. We report in Figs. 9-1-l a summary of re- 
sults for the three applied field situations and for the 
two lower temperatures where the present assumptions 
are more appropriate. We show vertical and horizon- 
tal sections of the microscopic organization as viewed 
from the x and z axes respectively. We also show opti- 
cal textures between crossed polarizers for light traveling 
along these two directions. Notice that the relative gray 
scales used overemphasize the nonuniformity across the 
droplet. This is effective for the low temperature cases 
but can be somewhat misleading at higher temperatures. 
Even with the limited resolution due to the small number 
of pixels available, it is comforting to see that the tex- 

tures obtained seem to be in substantial agreement with 
the ones obtained experimentally or calculated with con- 
tinuum theory, when these are available for comparison 
[35,38]. In Fig. 12 we show snapshots of different droplet 
sizes (N = 304,5832, and 11752) together with corre- 
sponding optical textures viewed from the z axis. We 
see that, in agreement with our argument of scale invari- 
ance, the polarized light pattern is qualitatively repeated 
in the three images. 

IV. CONCLUSION 

We have studied, using the MC method, a model 
of PDLC’s with bipolar boundary conditions. We 
have determined the microscopic organizations inside the 
droplets at various temperatures and for various anchor- 
ing strengths. We have also studied the effect of an ap- 
plied field, both with a positive and a negative suscep- 
tivity anisotropy. The variety of organizations obtained 
is rationalized looking at the ordering profile across the 

Y 
IZX 

FIG. 12. Snapshots and simulated textures between 
crossed polarizers of droplet configurations for three differ- 
ent drop sizes, N = 11752 (top), N = 5832 (middle), and 
IV = 304 (bottom) at T’ = 0.4 and [ = 0.0. We show a verti- 
cal section for the snapshots and the optical textures viewed 
along the E axis. 
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droplet, and contact with experiment is realized in terms 
of simulated deuterium NMR spectra and of polarized 
optical textures. The techniques proposed here seem 
powerful enough to predict the behavior of the compli- 
cated systems in a variety of situations of fundamental 
and practical interest. 
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