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Abstract

The trans–cis photoisomerization of azobenzene–containing ma-
terials is key to a number of photomechanical applications, but the
actual conversion mechanism in condensed phases is still largely un-
known. Here we have studied the (n, π∗) isomerization in vacuum
and in various solvents via a modified molecular dynamics simula-
tion adopting an ab initio torsion–inversion force field in the ground
and excited states while allowing for electronic transitions and for a
stochastic decay to the fundamental state. We have determined the
trans–cis photoisomerization quantum yield and decay times in var-
ious solvents (n–hexane, anisole, toluene, ethanol and ethylene gly-
col), obtaining results comparable with the experimental ones where
available. We find a profound difference between the isomerization
mechanism in vacuum and in solution, with the often neglected mixed
torsional–inversion pathway being the most important in solvents.
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1 Introduction

It is well known that AB and its derivatives can undergo a major structural
change upon irradiation with light, transforming from the longer trans–isomer
to the shorter, bent, cis–isomer and vice versa. This variation, coupled with
the high stability of the cis form and the reversibility of the isomerization,
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can be exploited in the design of materials with photo–switchable physical
properties [1, 2, 3, 4] for photonic [5] and micro– and nano–scale device appli-
cations [6, 7, 8, 9, 10, 11, 12]. Understanding the molecular mechanism of the
trans-cis conversion and how it can take place in the crowded environment of
a condensed phase is thus a task of great importance but also one of consider-
able complexity that still awaits to be clarified. This is not surprising, since
the simulation of photoisomerization, which includes excited states dynam-
ics and nonadiabatic crossings between different electronic states has been
challenging computational chemists and physicists [13, 14, 15, 16] since many
years, even in the gas phase. In particular, notwithstanding the considerable
progress of quantum chemical excited state methods in the investigation of
potential energy surfaces (PES) and of their intersections [17], in nonadi-
abatic dynamics techniques [18, 19, 20, 21, 22], a fully quantum chemical
simulation [23] of a photochemical process in a complex environment and
at given thermodynamic conditions is still not feasible. In the search of a
suitable approximation that reduces the computational burden to amenable
levels, a number of proposals for treating various contributions to the total
hamiltonian at different levels of theory have been put forward. For exam-
ple in the QM/MM approach some atoms, usually belonging to the solvent
[24, 25, 26] or to the non-active part of a large molecule[27, 28] are treated
classically, while in the molecular-mechanics valence bond method [29] and
in the tight binding density functional theory [30] the subdivision regards
the electrons on each atom. Also more affordable semi-empirical hamiltoni-
ans, suitably parametrized by means of higher level calculations, have been
employed to describe the dynamics of a chromophore [31, 32, 33], with con-
siderable advantages in terms of computational time, while the interaction
with the surrounding environment is again modeled with classical force fields.

However, a further drastic simplification is needed to be able to study
the photochemistry of complex systems with adequate sampling and time
scales, and it would be desirable to extend to excited states the application
of classical force fields, that have proved to be successful in describing and
predicting ground state physical properties. While is certainly becoming pos-
sible for phenomena which are determined by the excited states equilibrium
geometries, such as steady emission spectra [34], since in principle they can
be described as accurately as the ground one with molecular mechanics, the
classical description of dynamics processes that take place upon photon ab-
sorption is by far more complicate, given the large displacements from the
excited state equilibrium geometry that can follow a Franck-Condon transi-
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tion from the ground state. It is also worth noting that the curvature of the
potential energy surface (PES) along these displacement coordinates is hardly
representable with harmonic functions of normal modes. In this context, it
has proved helpful to select the vibronic channels relevant for the dynamics
[35, 36] and treating them at quantum mechanical level, while adopting a
more approximate descriptions for the less relevant ones.

On the positive side, the AB photophysics at the root of the conforma-
tional change has been extensively studied for fifty years, and various essential
features are now understood, at least in the gas phase. The process, that
typically occurs in the picosecond time scale, can involve a (n, π∗) or a (π, π∗)
absorption, depending on the excitation wavelength [31, 37, 38, 39]. In the
most common experimental conditions (a near UV excitation), a three–state
mechanism seems to take place, with promotion from the fundamental state
S0 of the trans isomer to the second singlet excited state S2, followed by a
decay to the first singlet state S1, and finally by a decay, either non–radiative
via conical intersection (S0/S1 CI) or radiative by weak fluorescence, to the S0

state. The process can be even more complex and some authors have recently
pointed out the importance of other singlet and triplet states [31, 40, 41, 42].
By comparison, the photophysics of the process following the (n, π∗) absorp-
tion from the ground state in the visible (λ = 440− 480 nm) is simpler as it
involves only the first excited state S1 [39, 43, 44]. In addition to the photo-
physical aspects, the intramolecular mechanism of the isomerization process
involves two basic pathways: torsion (changing the dihedral angle Ph-N=N-
Ph), that requires a reduction of the order of the nitrogen-nitrogen double
bond, and inversion, that implies a wide increase of the Ph-N=N bending
angles with an exchange of the position of the lone pair of one of the nitro-
gens. The two mechanisms have often been considered in alternative, and
their relative contributions to the isomerization is still controversial even in
the gas phase, although some precious clarification has been provided by re-
cent works [31, 41]. In the more general case the photoactive molecule can
be considered to undergo a mixed mechanism that involves both processes
and that reduces to pure torsion or inversion only in the limiting cases. Sur-
prisingly enough the trans–cis quantum yield for the (n, π∗) is nearly double
than that of the (π, π∗) in n–hexane [45], while according to the standard
wisdom (Kasha rule) they should be the same. This violation seems to be
generalizable to other aromatic compounds containing the nitrogen-nitrogen
double bond, such as phenylazo imidazoles [46].

Given that in all practical applications the AB photoisomerization takes
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place in solution or in a polymer, it is somehow disappointing that the vast
majority of the theoretical information available only refers to isomerization
in the gas phase, where the conformational change is not hindered by the
environment and where we can expect that the mechanism can be different.
As we have seen, part of the difficulty in studying the solvent environment
effects on the trans–cis isomerization is due to the need of building a model
of the process that combines the essential photophysics with an atomistic
description of the guest–host system.

Here we wish to contribute to this challenging task by following the pho-
tophysically simpler (n, π∗) transition in various low molar mass organic sol-
vents using non equilibrium molecular dynamics (MD) simulations, allowing
also for transitions from the ground to the excited state and back during
the time evolution. The method we propose is in essence a simple QM/MD
scheme and we aim at testing the methodology as well as getting new physi-
cal insights on the mechanism of photoisomerization in organic solvents. We
believe this investigation to be particularly timely, since significant experi-
mental studies on AB photoisomerization in solution following a S1 excitation
have started to appear [39].

The paper is organized as follows: in the next section we introduce the
models adopted for the AB ground and excited states, then we describe our
procedure for modelling with “virtual experiments” the transitions between
the two states, while parameterization details are given in Appendix. We also
discuss the modelling of the various solvents and the simulation conditions.
In the latest sections we describe our simulations results, discussing the iso-
merization mechanism, and its modifications when going from vacuum to
solvents and providing a comparison with experimental data when available.

2 Models and Simulation Details

2.1 Azobenzene ground and excited states

We have modeled the AB molecule at fully atomistic level starting from the
AMBER molecular mechanics force field (FF) [47], similarly to other recent
studies of AB derivatives [48, 49] and modifying some terms in order to
approximate ab initio energy profiles. The trans–cis isomerization directly
influences at least five internal degrees of freedom [50], namely: the Ph-N=N-
Ph torsional angle (φ), the two Ph-N=N bending angles (θ), and both N=N
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and Ph-N bond lengths. Since the only QM complete PES for azobenzene
available in the literature is restricted only to the two most important internal
coordinates, the torsional angle φ and one of the bending angles θ [38], and
also because of the increasing computational complexity associated to the use
of manifold PES, we limit here the QM-derived force field contributions only
to these two degrees of freedom. The remaining ones instead are assumed to
be reasonably described, for the purpose of this study, by the AMBER FF
for the ground state. We note that this simplification may possibly lead to
an incorrect description of the symmetric inversion channel, a decay pathway
producing the trans isomer which is probably responsible for the quantum
yield decrease upon S2 (ππ∗) excitation, but should be scarcely relevant for
S1 excitation [44, 51].

According to this parameterization choice, we have replaced the standard
FF torsional and bending contributions with appropriate functions of the
torsional angle φ and of one of the bending angles θ (Figure 1) both in
the ground and in the first singlet excited state. We have employed as far
as possible the ab initio CASSCF (θ, φ) potential energy surfaces for the
two electronic states S0 and S1 obtained by Ishikawa et al. [38]. Since the
numerical value were not available we have sampled the published data with
uniform grid of 10 × 10 points in the range 105◦ ≤ θ ≤ 180◦ and 0◦ ≤
φ ≤ 180◦, and approximated the 0◦ ≤ θ ≤ 105◦ region with least square
parabolas fitting the grid points in the 105◦ ≤ θ ≤ 110◦ range. During the
simulation, the standard bending and torsional contributions for θ and φ are
then replaced by second order Lagrange interpolation over the grid points,
that is used to compute energies and forces for arbitrary (θ, φ) values,

It should be noted that in the quantum mechanical PES all intramolecular
electrostatic and dispersive interactions between the AB atoms are implicitly
included. To correct the FF, and thus avoiding counting these terms twice
when the standard sum over charges and atoms is performed in the MD
simulation [52], we have subtracted from the ab initio PES Uai

Sn
(θ, φ) for the

n=0,1 states the molecular mechanics one Uc(θ, φ), calculated with zeroed
explicit bending terms for θ and torsional for φ. In practice, to evaluate the
required contributions we have preliminarily sampled the distribution fc(θ, φ)
by performing a constant volume, 10 ns–long MD simulation of an isolated
AB molecule at T = 2000 K; such a high temperature has been chosen
to guarantee a thorough exploration of the PES during the trajectory. We
have then obtained the correction Uc(θ, φ) to the total conformational energy
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through an inversion of the distribution as in reference [53]

Uc(θ, φ) = −kBT ln fc(θ, φ)− U0, (1)

where kB is the Boltzmann constant and U0 shifts to zero the minimum of the
energy. The corrected force field contribution for the state Sn is therefore:

USn(θ, φ) = Uai
Sn

(θ, φ)− Uc(θ, φ) (2)

and replaces the torsional term for the Ph-N=N-Ph dihedral and the bending
term for the Ph-N=N angle.

2.2 Azobenzene excitation and decay

To perform during the MD simulation the virtual excitation and decay ex-
periments, we imagine the system to be exposed to radiation of the suitable
wavelength. The transition between the electronic states has been modelled
in a simplified way, by considering the S0 → S1 process to take place within
the Franck–Condon regime, i.e. as a vertical transition occurring at fixed
nuclei positions. We have scheduled an excitation event (photon absorption)
at regular time intervals of 10 ps along the ground state trajectory which
proceeds in the background. When this happens, the FF parameterization
for the AB molecule is switched from that of the ground state S0 to that
of the first excited state S1 and a new and independent MD trajectory is
spawned from the main one.
This secondary trajectory is then followed while AB moves and changes its
conformation according to the S1 PES and under the influence of the solvent
environment and eventually decays back and relax in S0. The probability of
nonradiative decay to the ground state (S1 → S0) has been modeled statis-
tically according to an energy gap law [54, 55]:

dP1→0(θ, φ, t)/dt = K exp {−χ[US1(θ, φ)− US0(θ, φ)]} , (3)

where US1(θ, φ) and US0(θ, φ) are respectively the energies for the excited and
ground state in the given (θ, φ) conformation (see Equation 2), P1→0(θ, φ, 0) =
0, and χ (1.5 and 1.9 mol kcal−1 in vacuum and solvents), K (5 fs−1) are em-
pirical constants whose estimation is described in the Appendix. The prob-
ability of occurrence of the inverse process (“recrossing” from the S0 to the
S1 surface) was instead neglected in the simulation.
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This simple model for non-radiative decay, originally due to Jortner [55], is
now widely accepted and supported by many theoretical and experimental
studies [54, 56, 57], even though it is not applicable to all systems [58]. The
energy gap law approximation seems here somehow justified by the fact that
the conical intersection lies very close to the minimum of the excited state
and to the maximum of the ground state PES, therefore it can be considered
as a “minimum energy” CI, i. e. the centre of a broad region where popula-
tion transfer may occur [21]. Is is worth mentioning that at least other two
conical intersections with the ground state are present on the S1 PES, but
only the minimum energy one modelled here is likely to be accessible through
n, π∗ excitation, whilst the others become important when reaching the S1

state from higher excited states (“hot” isomerization) [40, 41, 44, 51, 42].
In practice, during each trajectory in S1 a uniformly distributed random
number was generated every time step and the transition to the fundamental
state was accepted or not using Equation 3 and applying von Neumann’s
rejection method [59].

2.3 Solvents and solutions

We have studied the trans–cis isomerization of AB either isolated (in vac-
uum, VAC) or dissolved in five isotropic solvents: n–hexane (HEX), also
employed to parameterize the decay model of Equation 3, as well as anisole
(ANI), ethanol (ETH), ethylene glycol (EGL), and toluene (TOL). The five
solvents have a different density, viscosity and polarity (see Table 1) and
later on we shall try to connect these features to their effects on the isomer-
ization process. For all the compounds studied (AB in S0 and solvents) we
have preliminarily performed a quantum mechanical DFT B3LYP/6–31G∗∗

geometry optimization, and determined the atomic point charges using the
ESP scheme with the additional constraint of reproducing the total dipole
moment [60]; their values were kept fixed during all simulations.

We have further assumed the AB intramolecular energy for torsion anx
bending (Equation 2) to be unaffected by solute–solvent interactions. This
necessary, even if seemingly drastic, approximation is supported theoretically
and experimentally at least in terms of the scant variation of vertical exci-
tation energies registered in different solvents [61, 45, 62, 63]. On the other
hand the intermolecular (van der Waals and electrostatic) AB-solvent inter-
actions are taken into account and greatly affect the trans–cis conversion as
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shown later. In particular, the explicit consideration of atomic charges, al-
beit in an approximate way, allows us to start to investigate solvent polarity
effects.

2.4 Simulation conditions

Each sample consisted of one trans–AB molecule surrounded by 99 solvent
molecules, all modelled at atomistic level, and contained in a cubic volume
with three-dimensional periodic boundary conditions (PBC). We have found
this relatively small sample size to be sufficient to describe about two sol-
vation shells, and thus adequate for the short range solvent effects expected
in these isotropic systems. The simulations have been conducted with a in-
house modified version of MD code ORAC [64], integrating the equations of
motion with a multiple time step scheme[64] with longest time step ∆t = 5
fs. Electrostatic long-range interactions were evaluated with the Particle
Mesh Ewald method [65], with parameters α = 0.4 Å−1, a cubic grid of size
30 and 4th order splines. Simulations were kept in isothermal–isobaric con-
ditions (NPT ) using a Nosé–Hoover thermostat [66, 67], and an isotropic
Parrinello–Rahman barostat [68] at the pressure of 1 atm and T = 300 K.
The simulations in vacuum were performed for AB in a cubic box with sides
of 100 Å and canonical (NV T ) conditions at T = 300 K. The MD equilibra-
tion was continued until specific thermodynamics observables (e.g. density,
energy) were found to fluctuate around a constant average value for at least
1 ns. In Table 1 we see that the equilibrium densities obtained for the five
solutions compare rather well with the corresponding experimental values for
the pure solvents.

After this preliminary stage, we have used the equilibrated samples to
follow for 15 ns the main trajectories described earlier. The configurations
used as starting point for the virtual excitation-decay experiments were
extracted every 10 ps, for a total of 1500 independent measurements for
each system (vacuum and solvents). After the vertical electronic transition
S0 → S1, the ensuing relaxation dynamics was followed with NVT simu-
lations for a time window (VAC 10 ps, EGL 150 ps, for other solvents 50
ps) wide enough to span both the experimental isomerization time scale and
the solvent-dependent relaxation times. Figure 2 provides a graphical rep-
resentation of a typical trajectory. As each experiment provides a different
estimate of the permanence time in the excited state, determined by the sta-
tistical sampling of the hopping probability P1→0 (integrating equation 3 as
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P1→0(θ, φ,∆t) = ∆t K exp{−χ[U1(θ, φ)−U0(θ, φ)]}, with ∆t = 5 fs), a large
number of excitation events was necessary to compute the ensemble–averaged
observables which are presented in the following.

3 Results and discussion

3.1 Quantum yields and lifetimes

We start analysing the trans-cis AB quantum yields obtained from N = 1500
independent experiments in vacuum and solvents; these values are directly
compared in Table 2 with the experimental ranges reported, following the
classification of polar, protic and viscous solvents introduced in [69]. All
computed yields in solvent are very similar; this is not surprising as it is
experimentally known the very weak dependence of Φ on solvent proper-
ties, in particular from the work Fischer and coworkers [70, 71]. All yield
values fall in the experimental range except the one in EGL, which is also
somehow at variance with Φ = 0.43 in glycerol registered by Fischer and
coworkers [71]. What is striking is the strong reduction of the yield in sol-
vent with respect to vacuum: as we shall show later (and can be intuitively
deduced from Figure 1), for a successful photoisomerization the specific shape
of PES determines that torsional angles lower than about 90 degrees have
to be reached, starting from the Frank-Condon point at 180 degrees. The
solvent hindrance slows down the motion in the excited state (cf S1 lifetimes
in Table 2) thus increasing the probability of decaying at higher torsional
angles, and consequently of going back to a ground state trans isomer. It is
worth noting that a similar result was obtained by Creatini et al. in a sur-
face hopping simulation in vacuum, where the solvent effect was mimicked
with a pulling force [72]. Their study, which makes use of a more sophisti-
cated decay probability law than ours, shows that the quantum yield always
decreases when the force is applied, and that the isomerization pathway re-
mains predominantly torsional nonetheless. The excited state lifetimes τS1

are weakly affected by solvent properties and in all instances fall in the pi-
cosecond time scale. However, in the case of EGL viscosity, which is one order
of magnitude larger than for the other solvents studied here, determines a
significantly longer lifetime. Such an effect has already been reported for
the π, π∗ isomerization of the azo dye Disperse Red 1, in which τS1 goes
from 0.9 ps in ANI to 1.5 ps in EGL [73], but also for azobenzene n, π∗
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isomerization by Chang et al. (in HEX τ1 = 0.24 − 0.33, τ2 = 1.7 − 2.0
ps; in EGL τ1 = 0.35 − 0.65, τ2 = 3.1 − 3.6 ps) [39]. Also the MD result
in ETH is in good agreement with time-resolved measurements for azoben-
zene (τ1 = 0.32, τ2 = 2.1 ps) [74] and 4-aminoazobenzene (τ1 = 0.5 − 0.6,
τ2 = 1.7−2 ps)[75]. The S1 population decay is clearly not mono-exponential
in vacuum, and to a lesser extent in solvents (Figure 3). For attempting a
comparison with time-resolved experimental decays, and for sake of repro-
ducibility, in Table 2 we report the results of a fit of a delayed biexponential
function PS1(t) = a1 exp(−(t− τ0)/τ1) + a2 exp(−(t− τ0)/τ2) to the excited
state population; in all cases we obtained a higher coefficient for the slowest
decay component. Simulations also allow to compute separately excited state
lifetimes for successful and unsuccessful isomerization outcome, however in
Table 2 we show that they are not distinguishable, at least with the number
of experiments we performed, suggesting the possibility of a unique S1 path-
way.
Concluding the discussion on lifetimes, we would like to attempt a direct com-
parison with fluorescence time-resolved experiments: in Figure 4 we show the
time evolution of emission at λ = 680 nm published in [39] for hexane and
ethylene glycol, together with the probability of the S1−S0 energy gaps cal-
culated from our simulation for three different wavelengths, and finally the
excited state population. More than discussing the agreement between sim-
ulation and experiment, which for many reasons is very difficult to judge (for
example in the simulation the fluorescence probability was assumed constant
in time, and the pulse shape is a Dirac’s delta), the comparison between
the excited state population and the simulated emission is very interesting,
as it clearly shows that they are very different, even if of course related; in
particular when increasing the sampling wavelength the intensity peak of the
emission appears progressively delayed with respect to the time origin (ver-
tical excitation); moreover sampling a single wavelength seems to cause a
decrease of the long time component, and the decay time τS1 is consequently
always underestimated by the fluorescence experiment. As a side comment
we would like to underline that, besides the knowledge of AB transition
dipole as function of the molecular geometry [63], a good statistics is needed
to simulate this type of observable (cf the noise in Figure 4), as at any time
value only the small fraction of molecules which is still excited and lies in a
specific region of the PES contributes to the histogram.
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3.2 Geometry modifications during the isomerization
process

Having seen that our simulations can reproduce semi-quantitatively quan-
tum yield and decay time data, we now wish to focus on the details of the
trans–cis transformation in solution as obtained from our computer simula-
tion results. We have monitored the isomerization mechanism with various
geometrical indicators, related to the structural reorganization of AB, includ-
ing the absolute value of the Ph-N=N-Ph torsional angle (|φ|), the selected
Ph-N=N bending angle (θ), the distance between the outmost 4, 4′ carbons of
the phenyl rings (r4,4′), and the average module of the four Ph-N=N torsional
angles (|γ|) which monitors the rotation of the phenyl groups. The dynamic
evolution of these indicators from the initial trans values is reported in Fig-
ure 5, where for clarity we do not plot the curves in anisole and toluene since
they are very similar to those in hexane. The averages have been computed
considering all the experiments and separating the values for the trajectories
leading to successful (cis final isomer) and unsuccessful (trans final isomer)
photoisomerization outcomes, as indicated by the lateral bars on the right
edges of the plots of Figure 5. We first notice that the AB isomerization in
vacuum differs from the one in solution in that the trajectories are already
well separated at 0.5 ps in two branches leading to cis and trans. For all
other cases we can observe, looking at Figures 5–[a], 5–[c] and 5–[d], that
the geometrical indicators in the excited state (first few picoseconds) are still
closer to those of the starting trans isomer than those of the cis. The ex-
ception to this pattern is given by the bending angle (Figure 5–[b]), which
within the first 0.5 ps in the excited state has already attained values closer
to the cis conformer ones.
We can see that the trans–cis isomerization involves a large rotation of a
phenyl group from |γ| = 4 − 10◦ to |γ| = 30 − 40◦ (and even larger in vac-
uum) and thus if this rotation is hindered, e.g. by steric interactions with the
neighboring solvent molecules, the isomerization dynamics is correspondingly
slowed down (Figure 5–[d]), and the quantum yield consequently decreases.
The distance indicator r4,4′ is strictly related to the torsional angle φ (see
Figures 5–[a] and 5–[c]) and shows directly the overall shortening of the AB
when going from the trans to cis conformer, that turns out to be about 2.25 Å
in solution and 2.5 Å in vacuum. Recalling the permanence times in the ex-
cited state (Table 2), it can be safely concluded that most of the geometrical
rearrangements take place (or continue for a long time) in the ground state,
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while in the excited state both unsuccessful and successful trajectories are
very similar, indicating a unique pathway in the S1 PES like suggested by
other studies [31].

The rotational dynamics of AB, which has been sometimes brought into
play in the interpretation of time–resolved experiments [39], can also be fol-
lowed by MD simulations [76]; here we chose to monitor it through the time
autocorrelation function of the unit vector describing the orientation of the
-N=N- bond, 〈rNN(0)·rNN(t)〉 in Figure 6. These functions clearly show that
the rotation of the molecule takes place on a longer time scale than that of
the isomerization process, with typical times depending on the solvent and on
the isomerization product. To better quantify these effects, we estimated the
rotational correlation times τr as the time at which 〈rNN(0) · rNN(τr)〉 = 1/e
(Table 3) and displayed in a log-log plot versus experimental viscosities (Fig-
ure 7). To investigate the dependence of rotational times τr and lifetimes
τS1 on solvent experimental viscosities, we interpolated both data sets with a
power law, commonly used in the analysis of time–resolved fluorescence data
[77]:

τ−1
r = Aη−α. (4)

All times were well fitted with this equation but the ones in ethanol, prob-
ably because our simulations do not seem to reproduce correctly the actual
viscosity value for this solvent. The rotational times of the N=N axis exhibit
a Stokes-Einstein like behaviour, i.e. they are roughly proportional to solvent
viscosity (α ≈ 1), but they are clearly separated in two groups, one for the
trans and one for the cis final isomer. As expected the shape of the molecule
affects the rotational dynamics, but quite surprising is the outcome for AB
isomers, in fact the trans rotates about the N=N vector approximately two
times faster than the cis; we believe that this physical effect should be taken
into account in the interpretation of time-resolved measurements.
The excited state lifetimes show a different behaviour: they are weakly af-
fected by the viscosity (α = 0.2), in accord with experimental results of an
AB acrylate derivative [78], and as previously observed, they do not appar-
ently depend on the final isomerization product; consequently the data sets
for cis and trans AB can be fitted with the same set of parameters.
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3.3 Isomerization mechanism

We now proceed to assess the likelihood of the torsion or inversion trans–cis
isomerization channels by following the molecular geometry time evolution.
To do this, we have first defined three main isomerization pathways in the (θ,
φ) surfaces according to the upper limit, θmax, of the bending angle values
explored by the AB molecule during its trajectory in both electronic states:
torsion (if θmax < 140◦); mixed (if 140◦ ≤ θmax < 160◦); and inversion (if
θmax ≥ 160◦); then, we have classified each experiment according to this
definition and evaluated the relative importance of each of the channels com-
puting the ratios reported in Table 4.
two most probable pathways for isomerization are the torsional (56%) and
mixed ones (43%), with unlikely occurrence of pure inversion, in agreement
with other semiclassical studies [31, 79]. We also find that, even if the ratios
exhibit different values in the various solvents, the most probable pathways
in condensed phase always correspond to a mixed mechanism [80]. Pure in-
version and pure torsional pathways seem to be hindered by steric solvent
interactions and are consequently less likely to occur. Even if we registered
the highest occurrence of inversion pathways in the more viscous solvent
(ethylene glycol), in agreement with reference [39], the isomerization mecha-
nism seems relatively unaffected by solvent viscosity.

In their recent QM/MM study on cis-trans isomerization of AB, where
both AB PES and excited state dynamics were treated at DFT level, Marx
and coworkers [80] evidenced that the isomerization mechanism somehow
departs from the standard torsional or inversion pathways, as it involves a
faster rearrangement of nitrogen atoms with respect to the bulkier phenyl
rings. In order to compare our findings with this study, we have evaluated
specific autocorrelation functions measuring the time change of orientation of
the normal to each phenyl ring plane (nR), and of the orientation of the nor-
mals to the planes containing C-N=N atoms (nN = r̂CN× r̂NN) for successful
isomerizations (Figure 8). We have found that, in line with the results in
[80], a faster reorientation of nN with respect to nR during the isomerization
for all the cases studied, as shown by the faster decay of the corresponding
autocorrelation functions in Figure 8. Since our simulation are on one hand
based on different (and more drastic) approximations on the photophysics,
and on the other, they explore a time window up to one hundred times larger
than that studied in [80], we think that these two independent approaches
provide a cross-validation of the isomerization mechanism. In addition, the
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availability of simulations for different solvent viscosities allows to identify
the marked effect this property has on the isomerization dynamics: as ex-
pected, the bulky phenyl groups need more time to adapt their orientation
to the change of PES occurring upon excitation. This effect gives rise to the
predominance of what we call “mixed” isomerization mechanism in the ex-
cited state, even if the reorientation dynamics continues also after the decay
to S0.
The analysis of MD simulations trajectories also gives insights on the elec-
tronic state dependence of the inversion and rotation processes. When the
molecule is excited, it generally moves torsionally towards the S1 surface en-
ergy minimum and conical intersection region, and only after it has decayed
to the S0 state, the bending angle θ can reach values close to 180◦. As ev-
idenced by the low fraction of trajectories reaching the maximum bending
angle in the excited state (Table 4), the inversion movement takes place pri-
marily in the S0 state, at least in these excitation conditions. These results
support the “cold isomerization” model described by Diau and coworkers [81],
that depicts a rotational pathway in the S1 state for an (n, π∗) excitation.
The inversion mechanism in the excited state could become possible only if
the molecule started from a higher vibrational state (“hot isomerization”)
having enough energy to overcome the inversion energy barrier; this second
mechanism is expected to be important only after a decay from a higher
excited state [82], as it can happen in (π, π∗) isomerization.

4 Conclusions

In this work we have analyzed the mechanism for the trans–cis photoiso-
merization of azobenzene in various organic solvents when excited in the
visible ((n, π∗) transition). For this purpose, we have introduced a method
for the molecular dynamics simulation of photoresponsive molecules in so-
lution which has the feature of allowing for their electronic excitation and
statistical decay while they move in the crowded solvent environment. With
the help of two empirical parameters to model the decay probability of AB
from S1 to ground state, tuned for reproducing experimental quantum yields
and the excited state lifetimes in vacuum and hexane, we have been able to
follow the conformational changes of AB and to evaluate conversion efficiency
and decay dynamics in different solvation conditions.

The average decay times resulted fairly independent on the nature of the
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photo product obtained after decay, thus indicating similar trajectories in the
excited state for both possible outcomes. The simulations also show that,
while in vacuum the isomerization follows prevalently a torsional mechanism,
as already found by other authors [31], the dominant isomerization mecha-
nism in solution is a mixed torsional-inversion one, with a probability which
is double than the one for a pure torsion. Indeed the pure inversion seems
to occur only after the decay into the S0 state, while in the excited state
this pathway appears unlikely, as a high energy barrier must be overcome. A
higher solvent viscosity seems to increase the pure inversion contribution, al-
beit the principal mechanisms remain the mixed one and torsional ones (with
a probability of about 65% and 30% respectively). Viscosity also clearly af-
fects the rotational dynamics of AB, notably resulting in a faster dynamics
for the trans isomer.

Addressing the interpretation of time-resolved absorption or emission ex-
periments, we have predicted the intensity time profile to be a lower bound of
the excited state population, and also suggested that the different rotational
times of the two isomers must be taken into account when evaluating the
depolarization of fluorescence.

Although a number of approximations have been introduced to make the
study computationally feasible, we believe the present approach to be quite
general, easily improvable as soon as more accurate quantum mechanics de-
scription of electronic states and transition probabilities become available,
and applicable to other, even more complex, isotropic and anisotropic sur-
roundings.
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Appendix: parameterization of the decay probability
law in vacuum and hexane

In this appendix we discuss the technical details for derivation of the two
parameters K and χ appearing in the decay model described by Equation 3.
At least in principle these parameters, or the probability rates themselves,
could be calculated ab initio, but for simplicity here we followed an empirical
approach, consisting in tuning K and χ on the basis of the comparison with
available theoretical data in vacuum and experimental ones in hexane. The
typical observable of a photoisomerization experiment is the quantum yield,
Φ, expressing the ratio between the number of isomerized molecules and the
number of absorbed photons. Richer dynamical information can be gath-
ered with pico or femtosecond time–resolved experiments (e.g. absorbance,
fluorescence, IR, Raman), which measure the time evolution of some tran-
sient species characteristic spectral features; however these results are often
difficult to interpret [69, 63], as they represent a weighted average of both
isomers dynamics, and they are to some extent also dependent on solvent
nature, on probing wavelength and, of course, on excitation wavelength, that
may determine different excited state pathways. In the case of nπ∗ excita-
tion, the intensity decay is usually well fitted with a tri-exponential function,
with lifetimes τ1, τ2, and τ3 of the order of magnitude of 0.1 − 1, 1 − 5 and
10− 30 ps respectively [81, 39, 83], and relative weight 2− 3 : 1 :< 0.1. The
faster decay is reasonably ascribed to the relaxation from the Frank-Condon
point to the minimum of S1, while for the other two the assignment is more
controversial; here we base the parametrization on the interpretation of the
second process as the relaxation in the flatter CI region, and the third one
to the rotational and vibrational cooling in S0 [84, 42]. Simulations allow to
measure directly the time evolution of the population of S1, and its average
lifetime τS1 can be directly compared with the experimental time scale of the
two fastest processes in a given solvent. The timescale of the rotational mo-
tion of AB can be calculated from the autocorrelation function of a relevant
molecular axis, and again compared with τ3. Finally, we define the the quan-
tum yield as Φ = Ncis/N , where Ncis is the number of virtual experiments
yielding a cis isomer out of the total number of experiments N , which is in
turn equivalent to the number of absorbed photons. We start presenting the
quantum yield and the decay kinetics of AB in vacuum and in n–hexane for
various sets of MD experiments differing in the values of the parameters K
and χ, and comparing them with available theoretical data and with experi-
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mental yields in n–hexane. Without attempting a perfect match that would
be inappropriate considering the various approximations made in our ap-
proach, a comparison with these data can provide a reasonable estimate for
χ and K. In particular Persico and coworkers performed several simulations
of azobenzene and derivatives in vacuum using prevalently surface hopping
[31, 32, 69, 72] but also full multiple spawning (FMS) [85, 86]. As they refer
to this second method as the most accurate, we compare our results in vac-
uum with the FMS ones. Luckily not only the quantum yield (0.46± 0.08 in
[85]), but also the lifetime of the excited state tS1 (about 0.5 ps) and the S1

population in function of time can be calculated with these techniques and
a thorough comparison with our simulations is possible.

From Table 5, where we report the estimated Φ and tS1 in vacuum for
various values of K and χ, it is apparent that with small variations of the
parameters any quantum yield ranging from 0.0 to 0.6 can be reproduced;
moreover, some parameter choices can lead to reasonably correct yields and
lifetimes. In the selection of the best K and χ, it would be desirable to use
the same set for vacuum and hexane; for this solvent n, π∗ quantum yield
measurements are available but due to large experimental uncertainties only
the yield range is known (φ = 0.20−0.27) [45]. Also the data for the excited-
state lifetime τS1 are relatively scattered, but always in the 1 − 3 ps range
[87, 88, 81, 39, 83].

Analysing the the test results in Table 5, some trends emerge: i) as
expected, lifetime increases with increasing χ and decreasing K; ii) for any
K, χ pair the permanence time is roughly doubled in hexane with respect
to vacuum; iii) with K fixed, the yield increases with χ for “small” χ until
reaching a maximum value of about 0.55 in vacuum and 0.24 in hexane;
further increasing χ determines long lifetimes and an eventual falling of the
yield (at least for K = 5).

It is also clear that it is not possible to obtain yield and lifetimes in
perfect agreement with experiment for vacuum and hexane with a unique
parameterization; on the other hand it is easy to reproduce both yield and
lifetime, with different combinations of K and χ. Actually it is not clear
if the coupling between the two states should be solvent-independent (i. e.
with the same K, χ), as calculation and experiments indicate only small
bathochromic shifts [62]; considering that the best results for hexane are
obtained at high K, we have decided to keep constant K = 5 fs−1 for vacuum
and solutions, but to use slightly different values of χ (1.5 in vacuum and
1.9 mol kcal−1 in solvents). This choice gives an excellent agreement with
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the S1 population calculated by Persico and coworkers (Figure 9) for AB in
vacuum, and determines the probability maps shown in Figure 10.
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Table 1: Selected physical properties of the solvents studied: experimen-
tal viscosities (cP), densities (g cm−3), boiling temperatures (K), calculated
densities (g cm−3), and molecular dipoles (D).

solvent ρ(a) η(a) T
(a)
b ρ(b) µ(c)

n-hexane (HEX) 0.659 0.289 342 0.62 0.00
toluene (TOL) 0.867 0.538 384 0.89 0.34
ethanol (ETH) 0.789 1.005 352 0.75 1.53
anisole (ANI) 0.989 1.008 427 1.02 1.06
ethylene glycol (EGL) 1.114 14.38 470 1.06 0.00

(a) Experimental values. Data for ANI (at 298.15 K) have beeb taken from reference [89], while for
ETH, EGL, HEX, TOL (at 293 K) the source was the Korea Thermophysical Properties Data Bank
(URL http://www.cheric.org/research/kdb/).
(b) Calculated from a MD simulation of a model solution of 99 solvent molecules and 1 AB solute, at
T = 300 K, and P = 1 bar.

(c) Computed in vacuum for an isolated molecule at B3LYP//6–31G∗∗ level.

Table 2: Simulated (ΦMD, this work) and experimental (Φexp, assigned using
the solvent classification proposed in table 1 of reference [69]) nπ∗ quantum
yields; average lifetimes of the excited state (overall τS1 , and specific for trans
and cis products only τS1,cis, τS1,trans); parameters obtained by fitting the S1

population with the decay model PS1(t) = a1 exp(−(t−τ0)/τ1)+a2 exp(−(t−
τ0)/τ2) discussed in the text. All times are expressed in picoseconds.
property VAC HEX TOL ETH ANI EGL
Φexp 0.46 0.20-0.27 0.21-0.28 0.20-0.36 0.21-0.28 0.20-0.42
ΦMD 0.52 0.24 0.23 0.24 0.20 0.16
τS1 0.44 2.11 2.42 1.98 2.70 5.30
τS1,cis 0.46 2.04 2.35 2.00 2.87 4.74
τS1,trans 0.42 2.13 2.44 1.98 2.65 5.41
τ0 0.18 0.28 0.28 0.26 0.27 0.31

τ
(a1)
1 0.26(1.0) 0.94(0.4) 0.45(0.2) 0.50(0.2) 0.83(0.3) 0.30(0.1)

τ
(a2)
2 - 1.17(0.6) 1.70(0.8) 1.38(0.8) 1.67(0.7) 4.50(0.9)
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Table 3: Typical correlation times for the rotational dynamics of azobenzene
(τr, ps) during the photoisomerization for cis and trans final products, esti-
mated from the decay time of the autocorrelation function of the N=N bond
orientation.

time /ps VAC HEX TOL ETH ANI EGL
τrot,cis 2.3 6.9 11.8 11.8 22 720
τrot,trans 2.1 5.8 7.6 7.4 11 364

Table 4: The isomerization pathway classification in vacuum and in the dif-
ferent solvents. For each patway, the fraction of trajectories reaching the
maximum value of θ in the excited state is reported between parentheses.

mechanism VAC HEX TOL ETH ANI EGL

torsion 0.56(0.32) 0.24(0.38) 0.27(0.40) 0.30(0.28) 0.28(0.36) 0.24(0.31)

mixed 0.43(0.01) 0.67(0.00) 0.66(0.01) 0.64(0.01) 0.65(0.01) 0.64(0.01)

inversion 0.01(0.00) 0.09(0.00) 0.07(0.00) 0.06(0.00) 0.07(0.00) 0.11(0.00)
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Table 5: The n, π∗ trans–cis photoisomerization quantum yield Φ and the
lifetime τS1 computed from N experiments in vacuum and n–hexane using
different sets of the empirical parameters K and χ (c. f. equation 3).

K χ vacuum hexane
fs−1 mol kcal−1 Φ τS1 /ps N Φ τS1 /ps N

reference 0.46a 0.5a 200 0.20-0.27b 1-3c -
0.01 0.10 0.36 0.46 100 0.09 0.67 100
0.01 0.50 0.37 1.85 100 - - -
0.10 0.10 0.02 0.26 100 - - -
0.10 0.60 0.55 0.51 100 0.10 0.85 100
1.00 1.00 0.48 0.40 100 - - -
1.00 1.50 0.47 1.30 100 - - -
2.00 1.00 0.32 0.36 100 - - -
2.00 1.20 0.56 0.40 100 - - -
2.00 1.30 0.50 0.51 100 0.18 0.95 100
4.00 1.00 0.20 0.33 100 - - -
4.00 1.50 0.58 0.51 100 0.19 0.92 100
4.00 1.85 0.52 1.20 100 0.20 2.3 400
5.00 0.50 0.02 0.29 100 - - -
5.00 1.00 0.18 0.34 100 - - -
5.00 1.40 0.52 0.41 200 0.17 0.82 100
5.00 1.50 0.54 0.45 1500 0.15 0.98 100
5.00 1.60 0.55 0.53 1500 0.16 1.1 200
5.00 1.90 0.49 1.05 100 0.24 2.1 1500
5.00 2.00 0.61 1.32 100 0.24 2.6 200
5.00 2.50 0.29 6.66 100 - - -

a Simulation value, reference [85].
b Experimental range for aliphatic solvents, reference [69]).
c Experimental range from references [87, 88, 81, 39, 83].
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Figure 1: Scheme of the azobenzene (AB) molecule showing the Ph-N=N-Ph
torsional angle φ, and the Ph-N=N bending angle θ.
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Figure 2: The potential energy surfaces for the S0 and S1 states of AB used
in this work [38], with three superimposed representative MD trajectories:
in the excited state (black), after one successful (red), and one unsuccessful
(blue) isomerization process of AB in n–hexane. We also show snapshots of an
AB molecule with the closest solvent neighbors in typical MD configurations
for the trans, cis, and CI states.
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Figure 3: Time evolution of the population of the excited state S1. In the
inset, the same data plotted against reduced time units t/τS1 allow to ap-
preciate the qualitative difference between the behaviour in vacuum and in
solvents.
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Figure 4: Time evolution of the population of the excited state S1 (arbi-
trary units) as function of the energy difference with the ground state S0

(nanometers), computed in vacuum, n-hexane and ethylene glycol. Each
color identifies the population in a 50 nm window centered at the indicated
wavelength. Experimental profiles have been taken from reference [39]
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Figure 5: The evolution of conformational indicators, separately averaged
according to the final isomerization product (indicated at the right edges of
the plots): [a] Ph-N=N-Ph torsional angle |φ|; [b] N=N-C bending angles θ;
[c] phenyl-phenyl distance r4,4′ ; and [d] C-C-N=N torsional angles |γ|.
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Figure 6: Time autocorrelation function of the azo bond unit vector 〈rNN(0)·
rNN(t)〉. The average values from trajectories leading to cis isomers are
marked with large empty symbols, while those for trajectories leading to
trans isomers are plotted with small filled symbols.
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Figure 7: Log-log plot of the simulated rotational relaxation rate constant
(1/τr) and of the excited state relaxation rate constant (1/τS1) versus experi-
mental viscosities η for cis- (red squares) and trans-azobenzene (blue circles).
The straigth lines represent the fit with the equation τ−1 = Aη−α (black dot-
ted line: AS1 = 0.39, αS1 = 0.2; red line:Ar,cis = 0.039, αr,cis = 1.17; blue
dotted line: Ar,trans = 0.064, αr,trans = 1.08). The times in ethanol, omitted
from the fits, are shown in black.
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Figure 8: Time autocorrelation function 〈ni(0) · ni(t)〉 of the normals to the
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Simulation data have been averaged on the two possible planes for N and R,
and only on the trajectories leading to the cis isomer.
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Figure 9: Time evolution of the population of AB excited state S1 in vac-
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Figure 10: The decay probability rate maps calculated with equation 3, using
the optimal parameters for vacuum (K = 5 fs−1, χ = 1.5 mol kcal−1, top)
and for solvents (K = 5 fs−1, χ = 1.9 mol kcal−1, bottom). Level lines are
separated by two orders of magnitude.
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